Asymptotics of generalized $M$-estimation of regression and scale with fixed carriers, in an approximately linear model
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Abstract

For the approximately linear model $Y_{i,n} = \beta^T z(x_i) + n^{-1/2} f_n(x_i) + \epsilon_i$, with i.i.d. errors $\epsilon_i$ and fixed carriers $z(x_i)$, we establish the asymptotic normality of a generalized $M$-estimator of regression/scale. The estimator minimizes a weighted Huber-Dutter loss function. The function $f_n(x)$ contributes a bias term to the asymptotic normal distribution; apart from this term the estimator is $\sqrt{n}$-equivalent to the estimator obtained assuming the response to be exactly linear. Several estimate/design combinations are compared, in a simulation study.
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1. Introduction

In this paper we establish the asymptotic normality of generalized ("bounded influence") $M$-estimators of regression and scale, assuming the carriers to be fixed rather than random, and without assuming the linear model to be exactly correct for finite samples.

Silvapulle (1985) proved the asymptotic normality of ordinary $M$-estimators in the fixed carriers case, assuming the linear model $Y_i = x_i^T \beta + \epsilon_i$ to be correct. Maronna and Yohai (1981) established the asymptotic normality of GM estimates with random carriers, and without the assumption of exact linearity. There is thus a gap in the literature, to which this paper is aimed.

Our model of approximate linearity is as follows. Suppose that one observes $\{(Y_{i,n}, x_i): i = 1, \ldots, n\}$ obeying

$Y_{i,n} = g_n(x_i) + \epsilon_i$,

where $\epsilon_1, \ldots, \epsilon_n$ are i.i.d. errors, $x_1, \ldots, x_n$ are fixed design points chosen within a design space $S \subseteq \mathbb{R}^q$, and $g_n$ is some scalar valued function. This function is thought to be approximately linear:

$g_n(x) \approx \beta_n^T z(x)$.
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for some $p \times 1$ vector $z(x)$ of regressors. The "correct" vector $\beta_n$ of regression parameters may be defined by

$$
\min_{\beta} \int_S \{g_n(x) - \beta_n^T z(x)\}^2 \, dx = \int_S \{g_n(x) - \hat{\beta}_n^T z(x)\}^2 \, dx.
$$

(1.1)

Then if we introduce $f_n(x) = \sqrt{n} \{g_n(x) - \hat{\beta}_n^T z(x)\}$ we obtain

$$
Y_{i,n} = \hat{\beta}_n^T z(x_i) + n^{-1/2} f_n(x_i) + e_i, \quad i = 1, \ldots, n;
$$

(1.2)

$$
\int_S z(x) f_n(x) \, dx = 0.
$$

(1.3)

We will impose conditions below which ensure that $f_n(x)$ is well behaved as $n \to \infty$; in this sense the conjecture of linearity of $g_n(x)$ is asymptotically correct.

Condition (1.1) was introduced only as one possible way of motivating the model – our derivations assume only (1.2). Even without (1.1), (1.3) may be assumed without loss of generality, and it then ensures that $\beta_n$ is well defined as long as the matrix $\int_S z(x)z^T(x) \, dx$ is non-singular.

The estimate $\hat{\theta}_n = (\hat{\beta}_n^T, \hat{\sigma}_n)^T$ is the $n$th member of any sequence satisfying

$$
n^{-1/2} \sum_{i=1}^n U_i(\hat{\theta}_n)^T \rightarrow 0,
$$

where

$$
U_i(\theta) = \begin{pmatrix}
\psi_i \left( \frac{Y_{i,n} - \beta_n^T z(x_i)}{\sigma} \right) z(x_i) \\
\chi_i \left( \frac{Y_{i,n} - \beta_n^T z(x_i)}{\sigma} \right) - \frac{A_n}{n}
\end{pmatrix}
$$

for a bounded sequence of positive constants $n^{-1}A_n$. The function $\psi_i = \psi_{i,n}$ is weakly increasing and bounded, and satisfies further conditions given in Section 2. Boundedness is assumed for mathematical convenience and for robustness; our final results clearly hold for the least squares estimator, with the unbounded and non-robust $\psi(x) = x$. Following Huber and Dutter (1974) and Huber (1981) we take $\chi_i(r) = \int_0^r t \, d\psi(t)$. Examples are given by

$$
\psi(r) = w_n(x_i) \psi(r/v_n(x_i))
$$

(1.4)

for a sufficiently smooth function $\psi$ and functions $w_n(x), v_n(x)$ weighting the independent variables. With $v_n(x) \equiv 1$, (1.4) describes a Mallows-type GM estimate (Hill, 1977). Schwepe (Merrill and Schwepe, 1971) proposed $v_n(x) \equiv w_n(x)$. Corresponding to these two proposals, one-step estimates for exactly linear models have been investigated by Simpson et al. (1992) and Coakley and Hettmansperger (1993).

For a sequence $\{\sigma_n\}$ defined in Assumption (B) below, we set

$$
V_i = \begin{pmatrix}
\psi_i \left( \frac{e_i}{\sigma_n} \right) z(x_i) \\
\chi_i \left( \frac{e_i}{\sigma_n} \right) - \frac{A_n}{n}
\end{pmatrix},
$$

$$
Q_n = n^{-1} \sum_{i=1}^n \text{cov}[V_i].
$$
\[ b_n = (n\hat{\sigma}_n)^{-1} \sum_{i=1}^{n} \left( E \left[ \psi'_i \left( \frac{\epsilon}{\hat{\sigma}_n} \right) \right] z(x_i)f_n(x_i) \right), \]

\[ M_n = (n\hat{\sigma}_n)^{-1} \sum_{i=1}^{n} \left( E \left[ \psi'_i \left( \frac{\epsilon}{\hat{\sigma}_n} \right) \right] z(x_i) z^T(x_i) \right). \]

Put \( \tilde{\theta}_n = (\tilde{\beta}_n^T, \tilde{\sigma}_n^T)^T \). In Section 3 we prove:

**Theorem 1.** Under assumptions (A)-(E) of Section 2 below, we have

(a) Asymptotic expansion:

\[ \sqrt{n}(\tilde{\theta}_n - \tilde{\theta}_n) = M_n^{-1} b_n + M_n^{-1} n^{-1/2} \sum_{i=1}^{n} V_i + o_p(1). \]

(b) Asymptotic normality:

\[ \sqrt{n}(\tilde{\theta}_n - \tilde{\theta}_n) \text{ is } \text{AN}(M_n^{-1} b_n, M_n^{-1} Q_n M_n^{-1}). \]

Our assumptions are detailed in Section 2. The results of a simulation study are reported in Section 4.

**2. Preliminaries**

Define

\[ \Theta = \{ \theta = (\beta^T, \sigma)^T: \beta \in \mathbb{R}^p, \sigma > 0 \}. \]

For \( \theta \in \Theta \) define

\[ r_{i,n}(\theta) = (Y_{i,n} - \beta^T z(x_i))/\sigma. \]

Let \( \psi(r) \) be a weakly increasing function with two continuous derivatives, satisfying conditions stated below. (For asymptotic results under weaker smoothness conditions, see He and Wang (1995) and He and Shao (1995)). For \( \rho_i(r) = \int_{0}^{r} \psi(t) \, dt \), define

\[ L_n(\theta) = \sigma \sum_{i=1}^{n} (\rho_i(r_{i,n}(\theta))) + n^{-1} A_n. \]

The gradient and Hessian of \( L_n(\theta) \) are

\[ L'_n(\theta) = -\sum_{i=1}^{n} \left( \psi_i(r_{i,n}(\theta)) z(x_i) \right), \]

\[ L''_n(\theta) = \sigma^{-1} \sum_{i=1}^{n} \psi'_i(r_{i,n}(\theta)) \left( \begin{array}{c} z(x_i) \\ r_{i,n}(\theta) \end{array} \right) \left( \begin{array}{c} z(x_i) \\ r_{i,n}(\theta) \end{array} \right)^T, \]

so that \( L_n \) is convex. Assume
(A) The function \( \rho(r) \) has three continuous derivatives, and \( E[\rho(r_{i,n}(\theta))] \) may be differentiated under the integral sign three times with respect to \( \theta \).

Define

\[
\bar{L}_n(\theta) = E[L_n(\theta)],
\]

\[
U_i(\theta) = -\frac{\partial}{\partial \theta} \sum \{ \rho(r_{i,n}(\theta)) + n^{-1} A_n \},
\]

\[
T_n(\theta) = -n^{-1/2} \sum_{i=1}^n U_i(\theta) = n^{-1/2} L_n'(\theta),
\]

\[
\bar{T}_n(\theta) = E[T_n(\theta)] = n^{-1/2} \bar{L}_n'(\theta)
\]

\[
B_n(\theta) = n^{-1} L_n''(\theta),
\]

\[
\bar{B}_n(\theta) = n^{-1} \bar{L}_n''(\theta),
\]

\[
= (n\sigma)^{-1} \sum_{i=1}^n \left( \begin{array}{cc} E[\psi'(r_{i,n}(\theta))]z(x_i)z(x_i)^T & E[r_{i,n}(\theta)\psi'(r_{i,n}(\theta))]z(x_i) \\ E[r_{i,n}(\theta)\psi'(r_{i,n}(\theta))]z(x_i)^T & E[r_{i,n}^2(\theta)\psi'(r_{i,n}(\theta))] \end{array} \right),
\]

\[
C_n(\theta) = \text{cov}[T_n(\theta)] = n^{-1} \sum_{i=1}^n \text{cov}[U_i(\theta)].
\]

Let \( \{\hat{\theta}_n\}, \{\tilde{\theta}_n\} \) be sequences asymptotically minimizing \( n^{-1/2}L_n(\theta) \), \( n^{-1/2}\bar{L}_n(\theta) \), respectively, so that

\[
T_n(\hat{\theta}_n) \xrightarrow{p} 0, \quad \bar{T}_n(\tilde{\theta}_n) \to 0. \quad (2.1)
\]

Assume

(B) The errors are centred so as to satisfy the condition

\[
n^{-1/2} \sum_{i=1}^n E \left[ \frac{\partial}{\partial \hat{\theta}_n} \right] z(x_i) \to 0,
\]

where \( \{\hat{\sigma}_n\} \) is a sequence of positive constants satisfying

\[
n^{-1/2} \sum_{i=1}^n \left\{ E \left[ \frac{\partial}{\partial \hat{\theta}_n} \right] - n^{-1} A_n \right\} \to 0.
\]

See Carroll and Welsch (1988) for a discussion related to Assumption (B). Similar to Proposition 1 in Silvapullé (1985) we have that a sufficient condition for \( \{\hat{\sigma}_n\} \) to exist and be bounded away from zero as \( n \to \infty \) is that the largest jump \( \eta \) in the error distribution satisfy the following assumption.

(C) \( \eta < \lim \inf_{n \to \infty} (1 - (n^{-1} A_n/v_n)) \), where

\[
v_n = \min \left( n^{-1} \sum_{i=1}^n \chi_i(\infty), n^{-1} \sum_{i=1}^n \chi_i(-\infty) \right).
\]
Apart from the term $b_n$ defined in Section 1, $\hat{\theta}_n$ turns out to be $\sqrt{n}$-equivalent to the estimator obtained when $f_n' \equiv 0$. Thus, define

$$\tilde{Y}_{i,n} = Y_{i,n} - n^{-1/2} f_n(x_i) = \tilde{\beta}_n z(x_i) + e_i,$$

$$\tilde{\theta}_n = (\tilde{\beta}_n', \tilde{\sigma}_n)^T, \quad \tilde{r}_{i,n}(\theta) = (\tilde{Y}_{i,n} - \beta^T z(x_i))/\sigma,$$

$$\tilde{L}_n(\theta) = \sigma \left\{ \sum_{i=1}^n \left( E[\rho_i(\tilde{r}_{i,n}(\theta))] + n^{-1} A_n \right) \right\},$$

$$\tilde{T}_n(\theta) = n^{-1/2} \tilde{L}_n'(\theta), \quad \tilde{B}_n(\theta) = n^{-1} \tilde{L}_n''(\theta),$$

$$\tilde{C}_n(\theta) = n^{-1} \sum_{i=1}^n \text{cov} \left[ \left( \psi_i(\tilde{r}_{i,n}(\theta)) z(x_i) \right) \left( \chi_i(\tilde{r}_{i,n}(\theta)) - n^{-1} A_n \right) \right].$$

By (A) and (B),

$$\hat{T}_n(\hat{\theta}_n) \to 0. \quad (2.2)$$

Assume

(D) The eigenvalues of

$$M_n := \tilde{B}_n(\hat{\theta}_n) \quad \text{and} \quad Q_n := \tilde{C}_n(\hat{\theta}_n)$$

are bounded above, and away from zero, as $n \to \infty$.

Now define

$$d_{ijk} = \sup_r \left| r^k \frac{d^j}{dr^j} \psi_i(r) \right|.$$

Assume:

(E) (i) The following are $O(1)$ as $n \to \infty$:

$$n^{-1} \sum_{i=1}^n f_n^2(x_i), \quad n^{-1} \sum_{i=1}^n d_{i00}^2 ||z(x_i)||^2, \quad n^{-1} \sum_{i=1}^n d_{i01}^2,$$

$$n^{-1} \sum_{i=1}^n d_{i12}, \quad n^{-1} \sum_{i=1}^n d_{i12} ||z(x_i)||^2, \quad n^{-1} \sum_{i=1}^n d_{ij2} ||z(x)||^2,$$

$$n^{-1} \sum_{i=1}^n d_{ijk}, \quad n^{-1} \sum_{i=1}^n d_{ijk} ||z(x)||^3, \quad n^{-1} \sum_{i=1}^n d_{ijk} f_n^2(x_i),$$

$$n^{-1} \sum_{i=1}^n d_{ijk} ||z(x)|| f_n^2(x_i), \quad n^{-1} \sum_{i=1}^n d_{ijk} ||z(x)||^2 |f_n(x_i)| \quad \text{for } 0 \leq k \leq j, \; j = 1, 2.$$
The following are $o(1)$ as $n \to \infty$:

$$n^{-1/2} \max_{1 \leq i \leq n} d_{i, j} , \quad j = 0, 1, 2, \quad k \geq 0, \quad |k - j| \leq 1;$$

$$n^{-1/2} \max_{1 \leq i \leq n} d_{i, j} \|z(x_i)\| , \quad (j, k) = (0, 0), (0, 1), (1, 0), (1, 1).$$

For $\psi_i$ as at (1.4) we have the simpler

(E') (i) $r^k \frac{d^k}{dr^k} \psi(r)$ is bounded for $0 \leq k \leq j + 1 \leq 3$.

(ii) The following are $O(1)$ as $n \to \infty$:

$$n^{-1} \sum_{i=1}^{n} f_n^2(x_i), \quad n^{-1} \sum_{i=1}^{n} w_n^2(x_i) \|z(x_i)\|^2, \quad n^{-1} \sum_{i=1}^{n} w_n^2(x_i) v_n^2(x_i), \quad n^{-1} \sum_{i=1}^{n} w_n(x_i) v_n(x_i) \|z(x_i)\|^2,$$

and for $\ell = 0, 1, 2$ and $u_{n, \ell}(x_i) := w_n(x_i) v_n(x_i)$,

$$n^{-1} \sum_{i=1}^{n} u_{n, \ell}(x_i), \quad n^{-1} \sum_{i=1}^{n} u_{n, \ell}(x_i) \|z(x_i)\|^2, \quad n^{-1} \sum_{i=1}^{n} u_{n, \ell}(x_i) \|f_n(x_i)\|.$$ 

(iii) The following are $o(1)$ as $n \to \infty$, for $\ell = 0, 1, 2$:

$$n^{-1/2} \max_{1 \leq i \leq n} u_{n, \ell}(x_i), \quad n^{-1/2} \max_{1 \leq i \leq n} u_{n, \ell}(x_i) \|z(x_i)\|.$$

3. Derivations

Before proving Theorem 1, we establish a number of lemmas. Throughout this section we write $z_i$ for $z(x_i)$.

**Lemma 1.** As $n \to \infty$, $\hat{B}_n(\hat{\theta}_n) - \hat{B}_n(\hat{\theta}_n) \to 0$.

**Proof.** Note that

$$r_{i, n}(\hat{\theta}_n) = \tilde{r}_{i, n}(\hat{\theta}_n) + n^{-1/2} \tilde{\sigma}_n^{-1} f_n(x_i).$$

For $k, \ell \leq p$ and $\lambda_i \in [0, 1]$ we then have, by Taylor’s Theorem,

$$|\hat{B}_n(\hat{\theta}_n) - \hat{B}_n(\hat{\theta}_n)|_{k, \ell} = (n\tilde{\sigma}_n)^{-1} \left| \sum_{i=1}^{n} E[\psi'_i(r_{i, n}(\hat{\theta}_n)) - \psi'_i(\tilde{r}_{i, n}(\hat{\theta}_n))] z_i k z_\ell \right|$$

$$= (n\tilde{\sigma}_n)^{-1} \left| \sum_{i=1}^{n} E[\psi''_i(\tilde{r}_{i, n}(\hat{\theta}_n)) + n^{-1/2} \tilde{\sigma}_n^{-1} \lambda_i f_n(x_i))] f_n(x_i) z_i k z_\ell / \sqrt{n\tilde{\sigma}_n} \right|$$

$$\leq n^{-3/2} \tilde{\sigma}_n^{-2} \sum_{i=1}^{n} d_{i, 20} \|f_n(x_i)\| z_i k \|z_\ell\|.$$ 

Thus

$$\sum_{k, \ell=1}^{p} |\hat{B}_n(\hat{\theta}_n) - \hat{B}_n(\hat{\theta}_n)|_{k, \ell} \leq p n^{-3/2} \tilde{\sigma}_n^{-2} \sum_{i=1}^{n} d_{i, 20} \|f_n(x_i)\| \|z_i\|^2,$$
which is $o(1)$ by assumptions (C) and (E). Similarly,

$$
\sum_{i=1}^{p} \left| B_n(\hat{\theta}_n) - \tilde{B}_n(\hat{\theta}_n) \right|_{p+1, \ell} \leq p^{1/2} n^{-3/2} \tilde{a}_{n}^{-2} \sum_{i=1}^{n} d_{i21} |f_n(x_i)||z_i|
$$

and

$$
\left| B_n(\hat{\theta}_n) - \tilde{B}_n(\hat{\theta}_n) \right|_{p+1,p+1} \leq n^{-3/2} \tilde{a}_{n}^{-2} \sum_{i=1}^{n} d_{i22} |f_n(x_i)|
$$

are both $o(1)$ as $n \to \infty$. □

The linearizations presented below in Lemmas 2 and 5 are similar to that in Theorem 1 of Silvapulle (1985).

**Lemma 2.** $\bar{T}_n(\hat{\theta}_n + n^{-1/2} \gamma) = \bar{T}_n(\hat{\theta}_n) + \bar{B}_n(\hat{\theta}_n) \gamma + p_n(\gamma)$, where $\sup \{ \| p_n(\gamma) \| : \| \gamma \| \leq K \} \to 0$ as $n \to \infty$, for any $K > 0$.

**Proof.** By Taylor's theorem,

$$
\bar{T}_n(\hat{\theta}_n + n^{-1/2} \gamma) = \bar{T}_n(\hat{\theta}_n) + \bar{B}_n(\hat{\theta}_n) \gamma + n^{-3/2} \bar{R}_n(\gamma, \lambda),
$$

where $\bar{R}_n(\gamma, \lambda)$ has $\ell$th element

$$
\bar{R}_{n,\ell}(\gamma, \lambda) = \gamma^T \left[ \frac{\partial^2}{\partial \theta \partial \theta^T} L_{n,\ell}(\hat{\theta}_n + n^{-1/2} \lambda, \gamma) \right]
$$

and $\lambda \in [0, 1]$. For $\| \gamma \| \leq K$ we have

$$
\left| \bar{R}_{n,\ell}(\gamma, \lambda) \right| \leq K^2 \sum_{a,b=1}^{p+1} \left| \frac{\partial^2}{\partial \theta_a \partial \theta_b} L_{n,\ell}(\theta_*) \right|_{\theta_* = \theta_n + n^{-1/2} \lambda, \gamma}
$$

and so it suffices to show that this last term is $o(n^{3/2})$ and to then apply Lemma 1.

Write $r_i$ for $r_{i,n}(\theta_*)$. Then the terms of $(\partial^2/\partial \theta_a \partial \theta_b) L_{n,\ell}(\theta_*)$ are given by:

<table>
<thead>
<tr>
<th>$\ell \leq p$</th>
<th>$\ell = p+1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a, b \leq p$</td>
<td>$-\sigma_*^{-2} \sum_{i=1}^{n} E[\psi''(r_i)] z_{ia} z_{ib} z_{il}$</td>
</tr>
<tr>
<td>$a = p+1, b \leq p$</td>
<td>$-\sigma_*^{-2} \sum_{i=1}^{n} E[\psi'(r_i) + r_i \psi''(r_i)] z_{il} z_{ib}$</td>
</tr>
<tr>
<td>$a = b = p+1$</td>
<td>$-\sigma_*^{-2} \sum_{i=1}^{n} E[r_i \psi'(r_i) + r_i^2 \psi''(r_i)] z_{il}$</td>
</tr>
</tbody>
</table>

Elementary bounds then give

$$
n^{-3/2} \left| \bar{R}_{n,\ell}(\gamma, \lambda) \right| \leq n^{-3/2} K^2 \sigma_*^{-2} \sum_{i=1}^{n} \{ p^{3/2} d_{i20} \|z_i\|^3 + 3 p(d_{i10} + d_{i21}) \|z_i\|^2 + \sqrt{p}(5d_{i11} + 3d_{i22}) \|z_i\| + 3d_{i12} + d_{i23} \},
$$
Lemma 3. (a) $\tilde{\gamma}_n := \sqrt{n}(\tilde{\theta}_n - \tilde{\theta}_n)$ is $O(1)$ as $n \to \infty$.
(b) $\tilde{\sigma}_n$ is bounded away from zero as $n \to \infty$.

Proof. The proof of (a) is based on the expansion of Lemma 2. It is very similar to that on p. 1493 of Silvapulle (1985) and so is omitted. By (a), $\tilde{\sigma}_n - \tilde{\sigma}_n \to 0$ so that (b) then follows upon applying (C).

Lemma 4. (a) $B_n(\tilde{\theta}_n) - \overline{B}_n(\tilde{\theta}_n) \overset{pr}{\to} 0$.
(b) $B_n(\tilde{\theta}_n) - \overline{B}_n(\tilde{\theta}_n) \to 0$.
(c) $B_n(\tilde{\theta}_n) - \overline{B}_n(\tilde{\theta}_n) \overset{pr}{\to} 0$.
(d) $C_n(\tilde{\theta}_n) - \overline{C}_n(\tilde{\theta}_n) \to 0$.
(e) The eigenvalues of $B_n(\tilde{\theta}_n)$ and $C_n(\tilde{\theta}_n)$ are bounded above, and away from zero, as $n \to \infty$.

Proof. (a) Put $||B|| = (\text{tr} BB^T)^{1/2}, c_i = (x_i^T, r_{i,n}(\tilde{\theta}_n))^T$. Then

$$E[\|B_n(\tilde{\theta}_n) - \overline{B}_n(\tilde{\theta}_n)\|^2] = \sum_{k,l=1}^{p+1} \text{VAR}[B_n(\tilde{\theta}_n)]_{k,l} \leq n^{-2} \tilde{\sigma}_n^{-2} \sum_{k,l=1}^{p+1} \sum_{i=1}^{n} E[\psi_i(r_{i,n}(\tilde{\theta}_n))c_kc_l]^2$$

$$= n^{-2} \tilde{\sigma}_n^{-2} \sum_{i=1}^{n} E[\psi_i(r_{i,n}(\tilde{\theta}_n))]^2 \{r_{i,n}(\tilde{\theta}_n) + ||z_i||^2\}^2$$

$$\leq n^{-2} \tilde{\sigma}_n^{-2} \sum_{i=1}^{n} (d_{12}^2 + 2d_{11}^2 ||z_i||^2 + d_{11}^2 ||z_i||^4).$$

This last term is $o_p(1)$ by (E) and Lemma 3(b).

(b) Write $\tilde{\theta}_n = \tilde{\theta}_n + n^{-1/2} \tilde{\gamma}_n$, where $\tilde{\gamma}_n$ is bounded by Lemma 3(a). Then

$$(B_n(\tilde{\theta}_n) - \overline{B}_n(\tilde{\theta}_n))_{k,l} = \left[ \frac{\partial}{\partial \theta} \overline{B}_n(\tilde{\theta}_n) + n^{-1/2} \lambda_{n,k,l} \tilde{\gamma}_n \right] \tilde{\gamma}_n \sqrt{n},$$

where $\lambda_{n,k,l} \in [0,1]$. Now proceed as in Lemma 2.

(c) Immediate from (a), (b) and Lemma 1.

(d) First note that

$$\|C_n(\tilde{\theta}_n) - \overline{C}_n(\tilde{\theta}_n)\| \leq n^{-1} \sum_{i=1}^{n} \left\{ ||z_i||^2 \text{VAR}[\psi_i(r_{i,n}(\tilde{\theta}_n))] - \text{VAR}[\psi_i(r_{i,n}(\tilde{\theta}_n))] \right\}$$

$$+ 2||z_i|| \text{COV}[\psi_i(r_{i,n}(\tilde{\theta}_n)), \chi_i(r_{i,n}(\tilde{\theta}_n))] - \text{COV}[\psi_i(r_{i,n}(\tilde{\theta}_n)), \chi_i(r_{i,n}(\tilde{\theta}_n))]$$

$$+ \left\{ \text{VAR}[\chi_i(r_{i,n}(\tilde{\theta}_n))] - \text{VAR}[\chi_i(r_{i,n}(\tilde{\theta}_n))] \right\} \right\}.$$

(3.1)

Write

$$r_{i,n}(\tilde{\theta}_n) = \tilde{r}_{i,n}(\tilde{\theta}_n) + n^{-1/2} t_{in},$$

where $t_{in} = f_n(x_i)/\tilde{\sigma}_n$. We then find that the first difference of variances in (3.1) may be bounded by

$$4d_{100}d_{100}^2 t_{in}/\sqrt{n} + 2d_{110}^2 t_{in}^2/n.$$
that the difference of covariances may be bounded by
\[ 2(d_{10}d_{01} + d_{10}d_{11}t_{in})/\sqrt{n} + 2d_{10}d_{11}t_{in}^2/n \]
and that the final difference of variances may be bounded by
\[ 4d_{10}d_{11}t_{in}/\sqrt{n} + 2d_{11}t_{in}^2/n. \]
By (E) and Lemma 3(b), \( C_n(\tilde{\theta}_n) - \tilde{C}_n(\tilde{\theta}_n) \to 0. \) Now
\[ [\tilde{C}_n(\tilde{\theta}_n) - \tilde{C}_n(\tilde{\theta}_n)]_{\lambda_k,\ell} = \left[ \frac{\partial}{\partial \theta} \tilde{C}_{n,k,\ell}(\tilde{\theta}_n + n^{-1/2}\lambda_{n,k,\ell}/\tilde{g}_n) \right] \tilde{g}_n/\sqrt{n} \]
is shown in a similar fashion to be \( o_p(1). \)
(e) Immediate from (a)–(d), using (D).

**Lemma 5.** \( T_n(\tilde{\theta}_n + n^{-1/2}y) = T_n(\tilde{\theta}_n) + B_n(\tilde{\theta}_n)\gamma + q_n(y), \) where \( \sup\{||q_n(y)|| : ||y|| \leq K\} \to 0 \) a.s. as \( n \to \infty, \) for any \( K > 0. \)

**Proof.** Similar to the proof of Lemma 2. Expand by Taylor’s theorem, then use Lemma 3(b), Lemma 4(a) and (E).

**Lemma 6.**
(a) \( \gamma_n := x/n(\tilde{\theta}_n - \tilde{\theta}_n) \) is \( O_p(1) \) as \( n \to \infty. \)
(b) \( \gamma_n - M_n^{-1}b_n \to 0 \) as \( n \to \infty. \)

**Proof.**
(a) The proof is similar to that of Lemma 3(a), but is based on Lemma 5 rather than Lemma 2.
(b) In Lemma 2, replace \( \gamma \) by \( \tilde{\gamma}_n \) to obtain
\[ \bar{T}_n(\tilde{\theta}_n) = \bar{T}_n(\tilde{\theta}_n) + \bar{B}_n(\tilde{\theta}_n)\tilde{\gamma}_n + p_n(\tilde{\gamma}_n). \]
By (2.1) and Lemma 3(a),
\[ \tilde{\gamma}_n + B_n^{-1}(\tilde{\theta}_n)\bar{T}_n(\tilde{\theta}_n) \to 0. \] (3.2)
Now expand \( \psi_i(r_{1,n}(\tilde{\theta}_n)) = \psi_i(c_i/\tilde{\sigma}_n + s_{in}), \) where \( s_{in} = n^{-1/2}f_n(x_i)/\tilde{\sigma}_n, \) around \( s_{in} = 0 \) and substitute into the definition of \( \bar{T}_n(\tilde{\theta}_n) \) to get
\[ \bar{T}_n(\tilde{\theta}_n) = \bar{T}_n(\tilde{\theta}_n) - b_n - n^{-3/2}\tilde{R}_n(\tilde{\lambda}, \mu, s)/2\tilde{\sigma}_n^2, \] (3.3)
where
\[ \tilde{R}_n(\tilde{\lambda}, \mu, s) = \sum_{i=1}^{n} \left( \frac{E[\psi''(\frac{c_i}{\tilde{\sigma}_n} + \lambda_{in}s_{in})]z_i}{E[\psi''(\frac{c_i}{\tilde{\sigma}_n} + \mu_{in}s_{in})]} \right) f_n^2(x_i) \]
and \( \lambda_{in}, \mu_{in} \in [0, 1]. \) By (E), \( n^{-3/2}\tilde{R}_n(\tilde{\lambda}, \mu, s) \to 0. \) This, together with (2.2) and (3.3) gives
\[ \bar{T}_n(\tilde{\theta}_n) = -b_n + o(1) \]
which, with (3.2), completes the proof.

**Lemma 7.** \( T_n(\tilde{\theta}_n) = -n^{-1/2} \sum_{i=1}^{n} V_i + o_p(1) \) as \( n \to \infty. \)
Proof. Define
\[ t_i = f_n(x_i) - \sqrt{n}(\bar{\theta}_n - \tilde{\theta}_n)^T z_i, \quad s_n = \sqrt{n}(\bar{\sigma}_n - \tilde{\sigma}_n), \]
\[ u_i = t_i - e_i s_n / \tilde{\sigma}_n = f_n(x_i) - (e_i^T, e_i / \tilde{\sigma}_n) \tilde{\gamma}_n. \]
Then
\[ -T_n(\tilde{\theta}_n) - n^{-1/2} \sum_{i=1}^{n} V_i = n^{-1/2} \sum_{i=1}^{n} \left( \left( \psi_i((Y_{i,n} - \bar{\theta}_n)^T z_i) / \tilde{\sigma}_n - \psi_i(e_i / \tilde{\sigma}_n) \right) z_i \right) \]
\[ \chi_i((Y_{i,n} - \bar{\theta}_n)^T z_i) / \tilde{\sigma}_n) \right) \]
\[ = n^{-1/2} \sum_{i=1}^{n} \left( \left( \psi_i((e_i + n^{-1/2} t_i) / (\bar{\sigma}_n + n^{-1/2} s_n) - \psi_i(e_i / \tilde{\sigma}_n) \right) z_i \right) \]
\[ \chi_i((e_i + n^{-1/2} t_i) / (\bar{\sigma}_n + n^{-1/2} s_n) - \chi_i(e_i / \tilde{\sigma}_n) \right) \]
\[ = (n\tilde{\sigma}_n)^{-1} \sum_{i=1}^{n} \left( \psi_i(e_i / \tilde{\sigma}_n) z_i \right) \chi_i(e_i / \tilde{\sigma}_n) u_i + 2n^{-3/2} D_n(\lambda, s_n, t_n), \] (3.4)
where \( D_n(\lambda, s_n, t_n) \) has \( \ell \)th element defined as follows.

1 \( \leq \ell \leq p \):
\[ D_{n,\ell}(\lambda, s_n, t_n) = \sum_{i=1}^{n} (t_i, s_n) H(\psi_i, \lambda, s_n, t_n) \left( t_i \begin{pmatrix} s_n \end{pmatrix} \right) z_i, \]
\[ D_{n,p+1}(\lambda, s_n, t_n) = \sum_{i=1}^{n} (t_i, s_n) H(\chi_i, \lambda, s_n, t_n) \begin{pmatrix} t_i \end{pmatrix} \begin{pmatrix} s_n \end{pmatrix}; \]
\[ \lambda = (\lambda_{1,1}, \lambda_{2,2}), \lambda_{1,1} \in [0, 1]; \]
\[ H(\psi_i, \lambda, s_n, t_n) = (\tilde{\sigma}_n + n^{-1/2} \lambda_{1,2} s_n)^{-2} \begin{pmatrix} \psi''_i(r_i) & -r_i \psi''_i(r_i) - \psi'_i(r_i) \\ -r_i \psi''_i'(r_i) - \psi'_i(r_i) & r_i^2 \psi''_i(r_i) + 2r_i \psi'_i(r_i) \end{pmatrix}, \]
\[ r_i = (e_i + n^{-1/2} \lambda_{1,1} t_i) / (\bar{\sigma}_n + n^{-1/2} \lambda_{1,2} s_n). \]
It now suffices to show that:

(i) \( \text{cov} \left[ (n\tilde{\sigma}_n)^{-1} \sum_{i=1}^{n} \left( \frac{\psi_i(e_i / \tilde{\sigma}_n) z_i}{\chi_i(e_i / \tilde{\sigma}_n)} \right) u_i, u_i \right] \rightarrow 0, \)

(ii) \( n^{-3/2} D_{n,\ell}(\lambda, s_n, t_n) \overset{p}{\rightarrow} 0 \) for each \( \ell \).

Then by (3.4),
\[ -T_n(\tilde{\theta}_n) - n^{-1/2} \sum_{i=1}^{n} V_i = E \left[ (n\tilde{\sigma}_n)^{-1} \sum_{i=1}^{n} \left( \frac{\psi_i(e_i / \tilde{\sigma}_n) z_i}{\chi_i(e_i / \tilde{\sigma}_n)} \right) u_i, u_i \right] + o_p(1) = b_n - M_n \tilde{\gamma}_n + o_p(1) \]
and this last term is \( o(1) \) by Lemma 6(b).

For (i) the inequality \( \text{Var}[X - Y] \leq 2E[X^2 + Y^2] \) may be used to bound the trace of the covariance matrix by
\[ 2n^{-2} \tilde{\sigma}_n^{-2} \sum_{i=1}^{n} \{ d^2_{i,10} ||z_i||^2 f_n^2(x_i) + ||\tilde{\gamma}_n||^2 (||z_i||^4 d^2_{i,10} + ||z_i||^2 d^2_{i,11}^2) + d^2_{i,11} f_n^2(x_i) + ||\tilde{\gamma}_n||^2 (||z_i||^2 d^2_{i,11} + d^2_{i,12}^2) \}, \]
which is \( o(1) \) by (E).
For (ii), denote $H(\psi_i, \lambda, s_n, t_n)$ by $H_i$. For sufficiently large $n$ we have
\[
\|H_i\| \leq 2\tilde{\sigma}_n^{-2} \left( \begin{array}{cc} d_{i10} & d_{i11} \\ d_{i20} & d_{i22} + 2d_{i11} \end{array} \right) \leq 4\tilde{\sigma}_n^{-2}(d_{i10} + d_{i20} + d_{i21} + d_{i11} + 2d_{i10} + 2d_{i12} + 2d_{i11}).
\]

Then for $1 \leq t \leq p$,
\[
n^{-3/2}D_{n,t}(\lambda, s_n, t_n) \leq n^{-3/2} \sum_{i=1}^{n} (t_{in}^2 + s_{in}^2)\|H_i\|||z_i||
\leq 2n^{-3/2} \sum_{i=1}^{n} (f_n^2(x_i) + \|\tilde{y}_i\|^2(1 + \|z_i\|^2))\|H_i\|||z_i||,
\]
which is $o(1)$ by (E). The case $t = p + 1$ is similar. \]

**Proof of Theorem 1.** (a) By Lemmas 5 and 6 with $\gamma = \tilde{\gamma}_n$, then by Lemma 4 (c) and (2.1),
\[
\tilde{\gamma}_n = (\overline{E_n}(\tilde{\theta}_n))^{-1}(T_n(\tilde{\theta}_n) - T_n(\tilde{\theta}_n) - q_n(\tilde{\gamma}_n)) = -M_n^{-1}T_n(\tilde{\theta}_n) + o_p(1).
\]

Now write $\sqrt{n}(\tilde{\theta}_n - \tilde{\theta}_n) = \tilde{\gamma}_n + \tilde{\gamma}_n$ and apply Lemmas 6(b) and 7.

(b) We must show that
\[
Q_n^{-1/2}n^{-1/2} \sum_{i=1}^{n} V_i \overset{d}{\rightarrow} N(0, I).
\]

Denote the smallest eigenvalue of a matrix by $c_{\min}$. Note that for any $\lambda \in \mathbb{R}^{p+1}$ with $\|\lambda\| = 1$ we have
\[
n^{-3/2} \sum_{i=1}^{n} E[|\lambda^T Q_n^{-1/2}(V_i - E[V_i])|^3] \leq n^{-3/2}(c_{\min}(Q_n))^{-3/2} \sum_{i=1}^{n} E[||V_i - E[V_i]\||^3]
\leq 2n^{-3/2}(c_{\min}(Q_n))^{-3/2} \sum_{i=1}^{n} (d_{i00}^3||z_i||^3 + d_{i11}^3),
\]
which is $o(1)$ by (D) and (E). This implies the Lindeberg–Feller condition (see, e.g. Serfling 1980, p. 30) with $X_i = t^T V_i$ for any $t$; then apply the Cramér–Wold theorem) and so
\[
Q_n^{-1/2} \left\{ \sum_{i=1}^{n} V_i - E\left[ \sum_{i=1}^{n} V_i \right] \right\} \overset{d}{\rightarrow} N(0, I).
\]

This, with (B), completes the proof. \]

4. Simulations

We have simulated samples satisfying
\[
y_i = 1 + x_i + n^{-1/2}f(x_i) + \epsilon_i, \quad i = 1, \ldots, n, \quad -\frac{1}{2} \leq x_i \leq \frac{1}{2},
\]
where:

(i) $n = 20$ or $n = 40$.
(ii) $80\%$ of the $\epsilon_i$ were $N(0,1)$, the remaining $20\%$ were $N(0, \sigma^2 = 25)$. 

(iii) $f(x) = \sqrt{5}(6x^2 - 0.5)$. Then (1.3) holds and
\[
\int_{-1/2}^{1/2} f^2(x) \, dx = 1. \tag{4.1}
\]

(iv) The $x_i$ were chosen according to one of three designs:

(a) “Classical” (C): $\frac{1}{2}n$ designs points at each of $\pm \frac{1}{2}$.

(b) “Uniform” (U): $x_i = \{(i - 0.5)/n\} - 0.5$.

(c) “Minimax” (M): Huber (1975) derived a design density which minimizes the maximum integrated mean squared error (IMSE) of the fitted values, when the estimates are obtained by least squares. The maximum is evaluated subject to (1.2) and (1.3), and is attained at a quadratic $f$ as in (iii) above, if the errors are homoscedastic. When as well $\sigma^2 = 1$ and (4.1) holds, the minimax density is given by
\[
m_0(x) = a + 12(1-a)x^2, \quad \text{with } a = 0.68217.
\]

We have taken $x_i = M_0^{-1}((i - 0.5)/n)$, where $M_0$ is the corresponding distribution function.

For these designs, assumptions $(E')$ (ii), (iii) are easily verified.

(v) Three types of estimates were computed:

(a) $W_2$: a Schweppe estimate – as at (1.4) with $w_n(x_i) = v_n(x_i) = \sqrt{1-h_{ii}}$, where $\{h_{ii}\}$ is the diagonal of the hat matrix. See Handshin et al. (1975) and Huber (1983).

(b) $W_1$: a Mallows estimate – as at (1.4) with $v_n(x_i) = 1$, $w_n(x_i) = \sqrt{1-h_{ii}}$.

(c) $W_0$: a Huber estimate – as at (1.4) with $w_n(x_i) = v_n(x_i) = 1$.

In each case we used Huber’s $\psi(x) = \text{sign}(x) \cdot \min(k,|x|)$ with $k = 1.5$. Although this $\psi$ does not satisfy all of our assumptions, it can be approximated arbitrarily closely by sufficiently smooth functions and hence serves as a test of the sensitivity of Theorem 1 to these assumptions. Corresponding to this $\psi$,
\[
\chi_i(r) = 0.5(v(x_i)/w(x_i))\psi^2(r) = 0.5v(x_i)w(x_i)\psi^2(r/\psi(x_i)).
\]

In analogy with classical least squares, and for Fisher consistency at the normal distribution, we took
\[
A_n = ((n-p)/n) \sum_i E\phi[\chi_i(\epsilon)].
\]

The computing algorithm consisted of alternating between a regression step – weighted least squares with weights $u_i = \psi(r_i)/r_i$ – and a scale step:
\[
\hat{\sigma}^2 := \sigma^2 \sum_i \chi_i(\epsilon_i)/A_n
\]
until convergence was reached. For each set of $n$ random errors, all nine design/estimate combinations were computed. This was repeated 1000 times, for each value of $n$.

The assumption of a symmetric error distribution implies (B), and that the regression and scale estimates are asymptotically independent. With $Z$ representing the $n \times p$ design matrix we then have
\[
Q_n = Z^T D_Q Z/n \oplus d_Q/n,
\]
\[
M_n = Z^T D_M Z/n \oplus d_M/n,
\]
where $D_Q$ and $D_M$ are diagonal matrices with
\[
D_{Q,ii} = E \left[ \psi_i^2 \left( \frac{\epsilon_i}{\hat{\sigma}_n} \right) \right], \quad D_{M,ii} = E \left[ \psi_i' \left( \frac{\epsilon_i}{\hat{\sigma}_n} \right) \right],
\]
and
\[
\begin{align*}
    d_Q &= \sum_i E \left[ \left( \frac{\chi_i}{\hat{\sigma}_n} - \frac{n^{-1} A_n}{\hat{\sigma}_n} \right)^2 \right], \\
    d_M &= \sum_i E \left[ \left( \frac{\epsilon_i}{\hat{\sigma}_n} \right)^2 \psi_i \left( \frac{\epsilon_i}{\hat{\sigma}_n} \right) \right].
\end{align*}
\]

After computing W2, these quantities were estimated from the residuals \( r_i = r_i(\hat{\theta}) \) using
\[
\begin{align*}
    \hat{\hat{D}}_{Q,ii} &= \psi^2(r_i), & \hat{\hat{D}}_{M,ii} &= \psi_i'(r_i), \\
    \hat{d}_Q/n &= \text{var}(\chi_i(r_i)), & \hat{d}_M/n &= \text{aver}(r_i^2 \psi'_i(r_i)).
\end{align*}
\]

Here, \( \text{var} \) denotes the usual sample variance. For W1 and W0 we used
\[
\begin{align*}
    \hat{\hat{D}}_{Q,ii} &= w^2_n(x_i) \left( \sum_j \psi^2(r_j)/(n-p) \right), & \hat{\hat{D}}_{M,ii} &= w_n(x_i) \cdot \text{aver}(\psi'_j(r_j)), \\
    \hat{d}_Q/n &= 0.25 \text{aver} w^2_n(x_i) \cdot \text{var}(\psi'_j(r_j)), & \hat{d}_M/n &= \text{aver} w_n(x_i) \cdot \text{aver}(r_i^2 \psi'_i(r_i)).
\end{align*}
\]

Some numerical results are presented in Table 1. There, the term \( \text{bias}(\hat{\theta}) \) refers to the simulated-sample estimate of \( E[\theta] - \hat{\theta} \), viz. \( \sum_{j=1}^{1000} (\hat{\theta}_j - 1)/1000 \). The \( \text{var. ratio} \) for an estimate \( \hat{\theta} \) is the ratio of two estimates of the variance of \( \hat{\theta} \). The numerator of this ratio is obtained from the average of the 1000 estimates of the asymptotic covariance matrix. The denominator is obtained from the sample variances of the 1000 simulated values of \( \hat{\theta} \). The quantity \( n \cdot \text{IMSE} \) is an estimate of
\[
\begin{align*}
    n \int_{-1.2}^{1.2} E[(\hat{\hat{\psi}}(x) - E[\hat{\psi}(x)])^2] \, dx &= n \cdot \text{VAR}[\hat{\beta}_0] + (n/12) \cdot \text{VAR}[\hat{\beta}_1] \\
    &\quad + n \cdot \text{bias}^2(\hat{\beta}_0) + (n/12) \cdot \text{bias}^2(\hat{\beta}_1) + \int f^2(x) \, dx,
\end{align*}
\]

obtained from the means and variances of the 1000 simulated values, and (4.1).

For all three designs the estimators perform quite similarly. For C the three regression/scale estimates are in fact identical – the methods differ only in the manner in which the asymptotic covariance matrix is estimated. Note also the huge, but not unexpected, biases of the intercept estimates for design C. For M and U, both W1 and W2 are slightly superior to W0 in terms of bias, somewhat more so with respect to IMSE.

In all cases, the estimated variance of the scale estimate was too large. The \( \text{var. ratios} \) for the intercept estimate tended to be closer to unity when W2 was used, while those for the slope tended to be farther from unity. An attempt was made to correct the estimated covariance matrices of the regression estimates, by multiplying them by \( K^2 \), where \( K = 1 + \{p(1-m)/mn, \} \) and \( m = \text{aver}(\psi'_i(r_i)) \) for W2, \( = \text{aver}(\psi'_i(r_i)) \) for W1 and W0. (See Huber, 1981, p. 173 ff.). This resulted in slight improvements in the estimates of the variances of the slope estimates, when \( n = 40 \). In all other cases, it tended to move the var. ratios farther away from unity. Similarly, a suggestion of Simpson et al. (1992) – multiply the covariances by \( \{U/(U-p)\} \), where \( U \) is the number of non-zero regression weights \( u_i \) – proved to be deleterious in all but one of the 18 cases.

The empirical quantiles of \( \hat{\hat{\psi}}(1/4) = \hat{\beta}_0 + 0.25 \hat{\beta}_1 \) were compared with those of the Student’s \( t \) distribution on 0.6n degrees of freedom. This follows a suggestion in Field (1982). For \( n = 20 \) there is very close agreement, while for \( n = 40 \) the degrees of freedom could perhaps be increased. The \( Q-Q \) plots are available from the author.
Table 4.1
Biases, variance ratios and integrated MSE values based on 1000 simulated samples, for each of three designs and three types of estimates

<table>
<thead>
<tr>
<th>Design</th>
<th>Estimate</th>
<th>$n = 20$</th>
<th></th>
<th>$n = 40$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$W_0$</td>
<td>$W_1$</td>
<td>$W_2$</td>
<td>$W_0$</td>
<td>$W_1$</td>
</tr>
<tr>
<td>$M$</td>
<td>$- bias^2$ (intercept)</td>
<td>0.054</td>
<td>0.045</td>
<td>0.052</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>$- bias^2$ (slope)</td>
<td>0.054</td>
<td>0.054</td>
<td>0.052</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>var. ratio (intercept)</td>
<td>1.053</td>
<td>1.055</td>
<td>1.021</td>
<td>1.022</td>
</tr>
<tr>
<td></td>
<td>var. ratio (slope)</td>
<td>1.042</td>
<td>1.045</td>
<td>1.053</td>
<td>0.979</td>
</tr>
<tr>
<td></td>
<td>var. ratio (scale)</td>
<td>1.569</td>
<td>1.579</td>
<td>1.598</td>
<td>1.504</td>
</tr>
<tr>
<td></td>
<td>$- IMSE$</td>
<td>5.199</td>
<td>5.184</td>
<td>5.174</td>
<td>4.919</td>
</tr>
<tr>
<td>$U$</td>
<td>$- bias^2$ (intercept)</td>
<td>0.003</td>
<td>0.006</td>
<td>0.003</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>$- bias^2$ (slope)</td>
<td>0.068</td>
<td>0.066</td>
<td>0.062</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>var. ratio (intercept)</td>
<td>1.050</td>
<td>1.053</td>
<td>1.018</td>
<td>1.021</td>
</tr>
<tr>
<td></td>
<td>var. ratio (slope)</td>
<td>1.033</td>
<td>1.039</td>
<td>1.071</td>
<td>0.975</td>
</tr>
<tr>
<td></td>
<td>var. ratio (scale)</td>
<td>1.554</td>
<td>1.578</td>
<td>1.593</td>
<td>1.499</td>
</tr>
<tr>
<td></td>
<td>$- IMSE$</td>
<td>5.624</td>
<td>5.617</td>
<td>5.585</td>
<td>5.324</td>
</tr>
<tr>
<td></td>
<td>$- bias^2$ (slope)</td>
<td>0.047</td>
<td>0.047</td>
<td>0.047</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>var. ratio (intercept)</td>
<td>1.032</td>
<td>1.032</td>
<td>1.003</td>
<td>1.010</td>
</tr>
<tr>
<td></td>
<td>var. ratio (slope)</td>
<td>1.021</td>
<td>1.020</td>
<td>0.991</td>
<td>0.985</td>
</tr>
<tr>
<td></td>
<td>var. ratio (scale)</td>
<td>1.634</td>
<td>1.634</td>
<td>1.634</td>
<td>1.552</td>
</tr>
<tr>
<td></td>
<td>$- IMSE$</td>
<td>8.801</td>
<td>8.801</td>
<td>8.801</td>
<td>8.530</td>
</tr>
</tbody>
</table>

A question deserving further investigation, and suggested by these comparisons, concerns the interplay between the choice of design points, and the choice of weights $w_n(x_i)$ for $W_2$ and $W_1$. The derivation of suitable correction factors for the variance/covariance estimates, and especially for the variance of the scale estimate, is another area requiring more research.
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